Prediction of Diabetes Disease using Data Mining Classification Techniques
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Abstract—Diabetes is one of the chronic diseases in which the blood sugar or blood glucose level is above a certain amount in the body. It is often known as the silent killer because of its easy-to-miss symptoms of the Diabetes Disease (DD). Gestational diabetes is a type of diabetes which occurs in women during their pregnancy and can cause potential health issues for both the mother and the child. The classification of the DD is essential to improve the quality of life of patients suffering from the disease. The primary objective of this research work is to identify the most dominant feature for the DD and to classify the DD for its early diagnosis. Data mining and machine learning (ML) techniques including Naive Bayes, Artificial Neural Network (ANN), Decision Tree (DT), Logistic Regression, and Support Vector Machine (SVM) are used to predict the DD. Pima Indian Diabetes (PdI) dataset is used in this experimental investigation, and the performance of the developed models is evaluated using various performance evaluation matrices. The results indicate that the proposed methodology successfully classifies the DD as compared to techniques used in the past. The result also revealed that the proposed methodology could be successfully used in medical and healthcare centers for the classification and early diagnosis of the DD.
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I. INTRODUCTION

Diabetes throughout the years in one of the chronic and significant issues of today’s society health care problems. In the diabetes condition, the amount of glucose is above a certain amount in the body. In most industrialized nations, there is substantial evidence that diabetes is the fourth leading cause of death [1]. Diabetes disease occurs typically when a person’s body is not able to respond to insulin or exceed the limit of insulin required to maintain the glucose rate in the body. Diabetes has different stages, and every stage has its side effects. DD leads to several other diseases, i.e., blood pressure, heart disease, blindness, kidney failure, and nerve damage [2]. The data attributes studied for the research purpose is to contain the data of pregnant women having diabetes. Pregnant women with insulin-dependent diabetes mellitus have a high risk of getting a chronic disease. The study is carried out to extract the factor which women more is pregnancy [3]. Disorder of glucose tolerance is gestational diabetes, which diagnosed in women during their pregnancy period. There is no role of insulin in this scenario. This disease is playing a cardinal role in health issues throughout the world. Gestational diabetes mellitus (GDM) affects up to 1% to 25% of all pregnancies globally [4], and it has a rapidly increasing rate. While the high blood glucose of GDM usually resolves after delivery, women with GDM have an increased risk of further episodes of GDM [5] and are seven times more likely to develop type 2 diabetes mellitus [6]. This concept is highlighted by the World Health Organization (WHO) [7]. The working done was not only to treat the physical symptoms but also instilling the positive mental state [8].

Machine learning approaches are used to find useful patterns within the datasets. Using the approaches, the primary goal is to discover the knowledge which is not valid and accurate but is also comprehensible and can be used for well-fair of society. A medical diagnosis is always a classification problem. Classification is one of the most widely used data mining and machine learning (ML) technique in the medical and healthcare centers. There is an extensive hub of different algorithms and techniques used in data mining and machine learning approach specifically for supervised ML techniques. Thus, the selection of the most suitable algorithm or techniques has been a challenge for investigators in implementing the DD-detection and early diagnosis systems [9].

In this investigation, we proposed different data mining and ML classification algorithm to train the model. We will check the efficiency between the different algorithms and proposed the best one who extracts the most accuracy for the classification of the type of diabetes. Comparing these efficiencies provide us to deal with the disease in a better way to improve the quality of life of the patient suffering from diabetes. To extract the maximum efficiency, the correlation between attribute is measured, and the attributes interlinked are
analyzed. The interlinkage of attributes extends the view to have a look at all the variables and analyzing whether these dependencies affect the results or not. The purpose of the whole research work is to improve the quality of life.

The remaining part of the paper is organized as follows: Section II reviews the literature work. Section III describes the dataset used in this investigation. Section IV briefly describes the proposed methodology including data preprocessing, feature selection, and classification techniques for DD-detection and classification. Section V have some results and outcomes of the algorithms and discussion on the algorithms, and the conclusion of the paper is given in Section VI.

II. LITERATURE REVIEW

Diabetes was first documented by Hey-Ra an Egyptian physician. As people learn more about this disease, they move toward the cure and with the growth of information technology and its application in medical science it becomes easy to deal with such problems. Classification of diabetes using different algorithms has made us know to more knowledgeable results. Polat et al. [10] used SVM and discriminant analysis for the classification of diabetes disease. Kayar and Yldrm [11] used Regression using Artificial Neural Network (ANN) for the classification of diabetes.

Dogantekin et al. [12] developed an intelligent diagnosis system, the LDA-ANFIS, for diabetes using the Neuro-Fuzzy system and Linear Discriminant Analysis (LDA) classification method. Some researchers have applied Multilayer neural network (ML-NN) as a training algorithm and give efficient results in the classification of the DD [13].

Pasi Luukka [14] used Fuzzy entropy measure (FEM) and similarity classifier for the classification of diabetic disease. A fuzzy entropy based feature selection are used for the classification in that selected feature. H. Hasan Orkcu, Hasan Bal [15] compares the performance of back propagation and GA for the classification of data. Since Back propagation is used for the efficient training of data in Artificial neural network (ANN) but contains some error rate, hence GA is implemented for the binary and real-coded so that the training is efficient and some features can be classified.

III. DATA DESCRIPTION

The dataset used in this analysis is the Pima Indian Diabetes (PID) dataset which is obtained from the UCI machine learning repository. This dataset is used several times for experiment purposes. The Pima is one of the most studied population regarding diabetes, not only in American Indian but in the entire world [16]. The dataset consists of a total of nine attributes including eight input attributes and one target attribute. The eight input attributes included in the dataset are Pregnancies, Glucose, blood pressure, Skin Thickness, Insulin, BMI, Diabetes Pedigree Function, age, and one class attribute. Table I. illustrates the description of the attributes in the PID dataset. There is a total of 768 instances in the dataset. Several constraints are applied to the dataset for the selection of instance from a larger dataset.

The dataset is divided into a training dataset and test dataset with a proportion of 70% of training data and 30% of the test dataset. The training data is further divided into validation dataset using 10-fold cross-validation to avoid the overfitting problem in the training of the data mining classification algorithms. The class variable is divided into two classes 0 (means negative; healthy person) or 1 (means positive; diabetic person) with the indicating value of negative for a healthy person and positive for a diabetic patient.

Fig. 1. Illustrates the interdependencies of class attribute on other attributes of the PID dataset. The graph propagates that the occurrence of diabetes is highly dependent on the glucose level test of patient women. However, BMI is the other factor which causes diabetes as well, and the age factor also plays a role in having diabetes in pregnant women. The main concern of diabetes depends on glucose with the highest correlate on the factor of 0.4621.

<table>
<thead>
<tr>
<th>Sr.</th>
<th>Attribute</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Pregnancies</td>
<td>Pregnancies attribute has the number of times women get pregnant. This data attribute is numeric ranges from 1-17.</td>
</tr>
<tr>
<td>2.</td>
<td>Glucose</td>
<td>This attribute is about Plasma glucose concentration 2 hours in an oral glucose tolerance test.</td>
</tr>
<tr>
<td>3.</td>
<td>Blood Pressure</td>
<td>Blood Pressure contains the diastolic blood pressure of the pregnant woman in mm Hg and ranges from 0-122 with a mean of 69.1.</td>
</tr>
<tr>
<td>4.</td>
<td>Skin Thickness</td>
<td>This attribute has measures of body fats on right arm halfway.</td>
</tr>
<tr>
<td>5.</td>
<td>Insulin</td>
<td>Insulin is a hormone produced by a beta cell of pancreatic. The value of Insulin ranges from 0-846.</td>
</tr>
<tr>
<td>6.</td>
<td>BMI</td>
<td>The measure of body mass divided by the square of body height. It is measured in Kg/ (height in m). The value of BMI for the data set ranges from 0-67.1.</td>
</tr>
<tr>
<td>7.</td>
<td>Diabetes Pedigree</td>
<td>It is the data on diabetes patient history.</td>
</tr>
<tr>
<td>8.</td>
<td>Age</td>
<td>Age attributes contain the data of pregnant women elder than 21 years. The value of age ranges between 21-81 years old.</td>
</tr>
<tr>
<td>9.</td>
<td>Class (outcome)</td>
<td>Class attribute (i.e., Healthy or diabetic person)</td>
</tr>
</tbody>
</table>
A. Naïve Bayes

Naïve Bayes is a probabilistic learning technique. It is based on the Bayes theorem which is particularly suited for high dimensional inputs and deal with classification methods. Naïve Bayes require some linear parameters against variables and classifier in a learning problem. It provides the easiest and fastest way. For independence dataset, Naïve Bayes is better than logistic that need less training data. It is not a single algorithm but is a collection of algorithms where all of them share a universal principle. It provides a better result in the case of a categorical input variable as compared to numeric [17].

B. Random Forest

Random forest as the name suggests is a decision-based algorithm which is one of the famous learning technique used as both classification and regression problems. It helps in making a decision tree and prevents the habit of data to get overfit. Random forest tree algorithm also controls the performance of non-linearity. This technique deals with both dependent and independent data. Both regression trees and classification tree are used to deal with variables. It can deal with the missing value for missing data [18].

C. Support Vector Machine

SVM is a methodology based on supervised learning with abilities to classify data on similarity bases and make an algorithm better. It is most precise than other ML algorithms based on supervised classification. For text classification, it is the most accurate method among other technique. SVM is a linear machine learning methodology that has optimally recognized hyperplane to separate the data into classes. SVM maximize training point distance closest from either class and achieve improved generalization performances on test data. To make data separable linearly for linear SVM formulation, input data transformed into high dimensional feature spaces. Usually, the kernel function helps to achieve transformation [1].

D. Logistic Regression

Logistic regression is the best approach to use when the regression analysis is done on a binary dependent variable. Logistic regression is used for predictive analysis and is used to describe the data. It explains the relationship between the dependent variable of type binary and the independent variable of type nominal, ordinal, interval or ratio-level [20].

E. Artificial neural network

Artificial neural network (ANN) is part of an extensive family of ML techniques based on learning patterns, as opposed to problem-specific techniques and algorithms. ANN helps to achieve accuracy and exceed human performance level. It requires a large amount of labeled data and high computational powers. It is self-learning techniques where the model is trained by layered network architecture and data labeling. First of all, ANN is trained and tested until the error in prediction is minimized, and the different types of inputs are given to predict the output. This method helps to get rid of manual feature selections. One of the common ANN algorithms in a conventional neural network [21].

TABLE II. Confusion Matrix for Logistic Regression on the testing Dataset

<table>
<thead>
<tr>
<th></th>
<th>True Negative</th>
<th>True Positive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pred. Negative</td>
<td>128</td>
<td>37</td>
</tr>
<tr>
<td>Pred. Positive</td>
<td>17</td>
<td>52</td>
</tr>
</tbody>
</table>
V. RESULTS AND DISCUSSION

Table II. Illustrates the comparison of the results of different classification algorithms applied to the dataset. The performance of a diagnostic problem is evaluated in term of Accuracy, Root Mean-Squared Error, correlation, squared correlation, Root Relative-Squared Error, kappa Statistics, and some other factors which are shown below. The values of this parameter are extracted using algorithms like Naive base, SVM, Decision Tree, Random Forest, Logistic regression and ANN.

Table. III elaborates the prediction of the linear regression model. The model shows that 128 negative instances out of 145 are predicted as negative correctly and 17 instances are predicted as positive. While 37 instances out of 89 positive instances are predicted as negative and 52 are predicted as true positive.

VI. CONCLUSION

Diabetes detection in its early stages is one of the world leading health problems. This study shows that systematic efforts are made in designing a system which results in the prediction of diabetes. In this analysis, five data mining and machine learning algorithms are used for diabetes disease classification purposes. Experimental results show that the accuracy of logistic regression on the PID dataset is 77.78% which is the best among the other algorithms applied in this analysis. The results of the analysis proved that the proposed methodology successfully classifies the diabetes disease as compared to techniques used in the past. The result also revealed that the proposed methodology could be successfully used in medical and healthcare centers for the classification and early diagnosis of the diabetes disease.
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